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Motivation Method Analysis

Case Study

Using more examples lead to better results.

Token probability outperforms other confidence 
estimation methods.

Most confident examples emerge after first round.

Both textual and visual features impact 
similarity-based selection.

VideoICL achieves state-of-the-art results on six diverse OOD 
video-language datasets, with an average improvement of 
25.6%p and up to 54.6%p in QA and classification tasks, along with 
a gain of 0.143 BLEU-4 points in video captioning, significantly 
outperforming zero-shot and baseline methods.

Main Results

We propose a confidence-based iterative in-context learning approach that effectively leverages 
multiple examples, addressing token length limitations of video LMMs.A key challenge with ICL in the video domain is that video tokens 

are significantly longer than image or text tokens, limiting the 
number of video examples in a single context.
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