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 Motivation: Existing RAG Systems Miss a Critical Modality — Videos
While Retrieval-Augmented Generation (RAG) has made significant progress by integrating textual and 
image content, it still largely overlooks videos, a modality rich in temporal and contextual information. 

 Approach: VideoRAG with Adaptive Frame Selection
We propose VideoRAG, a novel framework that retrieves query-relevant videos from a large corpus and 
adaptively selects the most informative frames for both retrieval and generation. 

 Results: VideoRAG Outperforms Text- and Image-Based RAG
VideoRAG outperforms prior RAG baselines, highlighting the value of videos as external knowledge. 
Adaptive frame selection further improves retrieval and generation by focusing on informative segments.

 Implications
➢Develop and release a benchmark 

dataset for video-based RAG. 

➢Design more advanced frame 
selection strategies for better 
efficacy.

➢VideoRAG retrieves and integrates both visual and 
textual cues from videos to generate more 
accurate and context-aware responses.

Our VideoRAG Bridges This Gap


